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Abstract—Experimental evidence and Monte-Carlo simulations
for several technologies show that accurate SEE response predic-
tions depend on a detailed description of the variability of radiation
events (e.g., nuclear reactions), as opposed to the classical single-
valued LET parameter. Rate predictions conducted with this sim-
ulation framework exhibit excellent agreement with the average
observed SEU rate on NASA’s MESSENGER mission to Mercury,
while a prediction from the traditional IRPP method, which does
not include the contribution from ion-ion reactions, falls well below
the observed rate. While rate predictions depend on availability of
technology information, the approach described here is sufficiently
flexible that reasonably accurate results describing the response to
irradiation can be obtained even in the absence of detailed infor-
mation about the device geometry and fabrication process.

Index Terms—Nuclear reactions, single event effects (SEE),
single event effect rate.

1. INTRODUCTION

INGLE event effects (SEE) analysis techniques akin to
Sthe rectangular parallelepiped (RPP) model [1] have been
shown to provide accurate reliability/survivability estimates for
single event upsets (SEUs) in certain technologies, while for
other technologies and effects the model has been shown to
be inadequate. Specifically, the applicability of linear energy
transfer (LET) as an engineering metric has been questioned
for many years ([2]-[10] and references within). Until recently,
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Fig. 1. Measured SEU cross section versus LET of normal incident ions at
several different facilities. The data show two orders of magnitude difference at
a fixed LET, depending on the ion specie and energy used for testing.

careful analysis of experiments has shown that, for the most
part, these concerns could be resolved by modifying the RPP
model while maintaining use of the concepts of effective LET
and effective SEU cross section (in this paper we make a careful
distinction between effective LET and effective cross section,
as defined in [1], and the actual ion LET and measured SEU
cross section without correction for incident angle).

Fig. 1 displays SEU data taken on modern high-reliability,
radiation-hardened SRAMs (described in [3]—in this paper we
will call this “SRAM#1”). The data were taken at three different
facilities, for a range of ion energies, and all ions were normally
incident (we will look more closely at these data in the next sec-
tion). The key point, for now, is the lack of correlation between
the measured SEU cross section and ion LET; in particular, no-
tice the large inconsistencies in the data near 14, 20, and 40
MeV-cm?/mg—note that this is not due to anomalies that result
from the concepts of effective LET and SEU cross section. In [4]
and [5], Dodd et al. presented data showing a poor correlation
of effective SEU and single event latchup (SEL) cross sections
with effective LET for several SRAMs. It is impossible to use
data in which there is a lack of correlation of the SEE cross sec-
tion with ion LET to make reliable predictions of on-orbit SEU
rates using techniques based on integral RPP (IRPP) methods.

In [3] simulations were used to predict the SEU cross section
dependence on ion energy and species, as distinguished from
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LET, when nuclear reactions dominate the response. In [6] nu-
clear reactions were shown to contribute to heavy ion cross sec-
tions in commercial memories using low LET C ions. Nuclear
reactions have also been considered in evaluating low threshold,
low probability upsets in memories as a function of ion energy in
[7]. The authors of [8] base their analysis of SEUs in a radiation
hardened SRAM on the fact that products from Coulomb scat-
tering events could simultaneously hit two nodes. This SRAM
used an SEU mitigation scheme that requires charge collection
at more than one node to upset the memory cell. Other studies
have questioned the applicability of LET as a ground test metric
for SEE because of the difference in the ionized electron struc-
ture of the track [9], [10].

There is mounting evidence that ion LET (particularly ef-
fective LET) is not an appropriate metric to describe the SEE
response of many of today’s advanced technologies. We have
published several papers [2], [3], [11]-[21] that use a new ap-
proach to deal with this issue that is based on a collection of
software tools that use physically based models to describe
the radiation transport and event generation, and predict the
device/circuit response. A key component of this technique is the
MRED (Monte Carlo radiative energy deposition) simulation
tool. MRED is based on Geant4 [22], which is comprised of the
best available computational physics models for the transport of
radiation through matter. Geant4 is a library of c++ routines for
describing radiation interaction with matter assembled by a large
and diverse international collaboration. MRED includes a model
for screened Coulomb scattering of ions, tetrahedral geometric
objects, a cross section biasing and track weighting technique for
variance reduction, and a number of additional features relevant
to semiconductor device applications. The Geant4 libraries con-
tain alternative models for many physical processes, which differ
in levels of detail and accuracy. Generally, MRED is structured
so that all physics relevant for radiation effects applications are
available and selectable at run time.

In [2], [3], and [16] it was shown that the SEU cross section
could depend on ion energy and species, rather than just LET,
when nuclear reactions dominate the response. In [3] we used
similar arguments to suggest that the low LET upsets in Fig. 1
(collected at Texas A&M University-TAMU) were due to nu-
clear reactions. However, these studies lacked experimental data
over a range of ion energies and species to confirm the theory.
Also, the results of [3] do not address the issue of whether the
nuclear reaction contribution significantly impacts the observed
on-orbit event rate.

In this paper, new ground and space based experimental results
and new MRED simulation results for several technologies show
that accurate SEE response predictions depend on a detailed de-
scription of the variability of radiation events (e.g., nuclear reac-
tions) as opposed to the classical single-valued LET parameter.
The MRED-based event rate prediction method provided in [2] is
updated based on these new results. The rate-prediction method
is validated by showing excellent agreement with the average ob-
served SEU rate on NASA’s Mercury Surface, Space Environ-
ment, Geochemistry, and Ranging (MESSENGER) mission to
Mercury. In contrast, a prediction based on the traditional IRPP
method, which does not include the contribution from ion-ion
reactions, falls well below the observed rate.
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Fig. 2. Comparison of the MRED based event rate predictions for SRAM#1 to
measured data on a NASA mission. Also plotted is the predict rate using IRPP
[23]. We assumed 100 mils of Al shielding.

II. SEUSs IN HIGH CRITICAL CHARGE SRAMS

A. On-Orbit SEU Rates (Observation and Modeling)

NASA’s MESSENGER mission uses 40 SRAM#1s; mea-
sured on-orbit SEU data for these parts were provided by Johns
Hopkins APL. Fig. 2 shows a plot of the 27-day averaged
rate for SEUs observed on MESSENGER (the data points are
represented by filled circles and one-sigma counting statistics
error bars are included). This figure also shows predictions
from MRED (including estimated error) and the Integral RPP
method [23]. The measured 27-day averaged SEU on-orbit rate
is between 2.2 x 10710 and 1.5 x 102 errors/bit/day.

MRED was used to compute the SEU event rate for de-
positing energy in the sensitive volume for the solar-quiet/solar
minimum galactic cosmic ray background (see Section IV for a
complete description of the rate prediction method). In [3] we
determine the sensitive volume geometry for this SRAM#1 to
be 2 x 2 x .25 ym3. The surrounding material in the simulations
is consistent with the overlayers used to fabricate the SRAM
(Fig. 3). The environment was predicted using the models on the
CREMED96 website [24]. Computations from MRED predict an
event rate between 8.6 x 107! and 8.6 x 10~ errors/bit/day.
The upper and lower values were determined from the fit of the
MRED results to data in Fig. 1 (see Section II-C), and are a
result of the systematic uncertainty in Geant4 nuclear physics
(see the Appendix) and the limited description of the sensitive
volume and the overlayers.

The MRED prediction of the SEU rate is in excellent agree-
ment with the average observed rate on MESSENGER. How-
ever, using the traditional IRPP approach for rate prediction
yields a rate of 2.5 x 1012 errors/bit/day, a factor of 88 to 618
lower than the rate observed on MESSENGER.

LET is defined as the mean energy lost by an ion per unit
path length in collisions with electrons of the material, and is
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Fig. 3. Sensitive volume and overlayer used for MRED simulation of SRAM#1. The volume thickness is 2.25 pm. The sensitive volume geometry was determined
in [3] using TCAD. While MRED events can be coupled directly to TCAD [15], [18], the simulation approach used in this work was to tabulate energy deposited

the sensitive volume.

TABLE I
IoNs USED FOR TESTING SRAM#1

Test Species- Energy LET Computation Method
Facility Atomic Mass (MeV) (MeV-cm?/mg)
LBNL N-15 68 2.9 Full
LBNL Ne-20 90 5.3 Full
LBNL Ar-40 180 14 Full
LBNL Kr-86 387 37 Full
LBNL Xe-136 612 64 No Nuclear Reactions
TAMU Ne-22* 523 1.8 Full
TAMU Ar-40* 494 8.7 Full
TAMU Ar-40* 919 5.8 Full
TAMU Ag-109* 1200 44 No Nuclear Reactions
TAMU Au-197* 2000 87 No Nuclear Reactions
TAMU Cu-63* 729 20 Full
TAMU Ag-109* 665 50 No Nuclear Reactions
NSCL Xe-136 14416 14 None
NSCL Xe-136 9520 20 None

* From [3]

a good quantity to characterize the energy available to pro-
duce ionization (free charge). Ionization from the primary par-
ticle is called direct ionization. Indirect ionization, induced
by secondary particles from ion-ion reactions, can result in
large amounts of localized energy deposited near SEE sensi-
tive structures.

The SEU rate includes contributions from three interac-
tion processes between the ion and the target semiconductor:
1) direct ionization induced by the primary ions, 2) indirect
ionization via atomic displacements caused by Coulomb scat-
tering between target atoms and the incident ion, and 3) indirect
ionization from nuclear reaction products involving the inci-
dent ion and the target nucleus. The relative contribution of
each mechanism to the overall rate depends on the number of
sensitive volumes, cell critical charge, amount and location of
high-Z materials, and the ion species, energy, and fluence used
in the testing [2], [3], [17], [19].

To compute an event rate for the environment considered
here, MRED fully simulates each of the processes defined above
for an ensemble of omnidirectionally incident primary particles,
applies the appropriate interaction cross sections, and records
the energy loss of the primary particle and all secondary parti-
cles within a defined box (called the sensitive volume).

The traditional rate-estimation methods, like IRPP, do not in-
clude the variability of radiation events (e.g., nuclear reactions).
Instead they approximate the direct ionization by assuming a
single (often constant) value for the LET parameter. These older

models do not include energy deposition from indirect ioniza-
tion events. The MRED-calculated rate is in much better agree-
ment with the observed on-orbit rate than that predicted by the
classical method.

B. SEUs at Heavy Ion Accelerator Facilities

New SEU cross section data were collected on two radiation
hardened SRAMs (called SRAM#1 and SRAM#2) at two
SEE test facilities: Lawrence Berkeley National Laboratory
(LNBL), and the National Superconducting Cyclotron Lab-
oratory (NSCL). The ions used are listed in Table I. The ion
energy and associated LET are also listed in Table I. Fig. 1
compares these data taken on SRAM#1 to the data given in [3].
(The details of the test setup are identical to those described
in [3]). Error bars representing two standard deviations (98%
confidence interval) are included; the symbols hide the error
bars for the cases where they cannot be seen.

The intent of this testing was to determine the dependence
of the measured SEU cross section on incident ion energy and
species for normally incident ions. As stated in the introduc-
tion, the inconsistencies at several values of LET clearly show
that direct ionization from the primary particle (or LET) cannot
be used to describe the trends in the data completely. For ex-
ample, comparing the measured cross section for ions that have
aLET of 14 MeV - cm2/mg, we see that the cross section using
the 14.4 GeV Xe ions at NSCL (filled circle) is two orders of
magnitude higher than that measured with the 180 MeV Ar ions
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at LBNL (filled square), although both particles have the same
LET. The high atomic mass (A), high-energy ion produces a
higher SEU cross section than the low A, low-energy ion. The
same can be said for ions with LETs of 20 MeV - cm?/mg
(9.25 GeV Xe ions and the 729 MeV Cu ions). However, com-
paring data near an LET of 40 MeV-cm?/mg shows that using
the low A, low-energy ion produced a higher SEU cross section
than that with the high A, high-energy ion. Notice that the in-
consistencies in the data disappear at high LET and at low LET.
There appears to be no simple predictable trend with ion LET
(even ionization track radius), species, and/or ion energy!

Finally, we note that at high LET values, where the cross
section is near 4 x 10~8cm?2, direct ionization dominates the
response. At these LET values, the LBNL and TAMU results
agree and are consistent with the expected sensitive volume
geometry as measured by laser testing and as determined via
TCAD [3]. We also note that [25] provides data that show that
the dosimetry at NSCL is consistent with other radiation effects
test facilities, so the trends in the data are physically meaningful
and not artifacts induced by facility differences.

Similar trends in the measured cross section were observed
for SRAM#2 using ions that have an LET of 14 MeV-cm?/mg.
The measured cross section at 14.4 GeV Xe ions at NSCL is
1.4 x 10~ cm?/bit. The measured value (1.4 x 10~ 13cm?/bit)
for the 180 MeV Ar ions at LBNL is two orders of magnitude
lower than that measured at NSCL. Again, the high A, high-
energy ion produces a higher SEU cross section than the low A,
low-energy ion.

In the next section, we show that accurate SEE response pre-
dictions depend on a detailed description of the variability of
radiation events (e.g., nuclear reactions), as opposed to the clas-
sical single-valued LET parameter, in order to explain the data in
Fig. 1. MRED, which includes high fidelity physics models for
all physical processes, is used for the cross section calculations.

C. Discussion and Hardness Assurance Issues

To model the ground test environment, MRED fully simu-
lates each of the processes defined in Section II-A for an en-
semble of unidirectionally incident primary particles, applies
the appropriate interaction cross sections, and records the en-
ergy loss of the primary particle and all secondary particles
within the sensitive volume (Fig. 3). The cross section for de-
positing a specific energy, F, or greater is computed [2], [3].
These results are used to determine the SEU cross section by
defining a critical charge (equivalently a critical energy) for
upset. Conversely, if the measured SEU cross section is known,
the critical energy (or critical charge) can be determined. In [3]
we TCAD simulation to define ademonstrated the use of MRED
to determine the contribution of various energy deposition pro-
cesses to the SEU cross section.

The MRED simulation tool was used to simulate the twelve
lowest energy ions listed in Table I. Current limitations within
Geant4d (Geant4.8.1.p02) prevent the simulation of nuclear
reactions for ions with a large atomic mass (> Z = 36) [2];
therefore, the two ions used at NSCL were not simulated. Fig. 4
shows the measured SEU cross section (data from Fig. 1) for
each ion (open circles). The measured data contain error bars
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Fig. 4. Comparison of ground test results to MRED predictions for SRAM#1.
These values for Q. are used to predict the event rate presented in Fig. 1. Table I
can be used to identify the ion species using the energy labels in this figure.

that represent a 95% confidence interval. The figure also shows
the fit of MRED results to the measured SEU cross section
data (fitting is described in the next few paragraphs). The
abscissa is the total ion energy. Each data point is also labeled
by the ion energy, which can be used to identify the ion species
using Table I. MRED simulations are in good agreement with
measured data.

Simulation results can be separated into two categories: SEUs
induced by direct ionization and those induced by indirect ion-
ization. The systematic errors described in the Appendix require
that each category must be analyzed separately. Geant4 is much
more accurate at predicting effects from direct ionization than
those from indirect ionization. We determined that the simula-
tion results are dominated by direct ionization effects for the
Ar(387 MeV), Kr(665 MeV), Xe(612 MeV), Au(2 GeV), and
Ag(1.2 GeV) ions. Indirect ionization effects dominate for all
other ions.

The experimental data presented in Fig. 4 were used to deter-
mine the best value for critical charge. The value for the critical
charge for direct ionization events was determined to be 1.02
pC (or 23 MeV), while for indirect ionization the fit to the data
resulted in a range from 0.7 to 1.02 pC. This is not a surprising
result given that a simple structure was assumed for the sensi-
tive volume (Fig. 3) and that there are known systematic errors
in Geant4 (see the Appendix).

We conclude that accurate SEE response predictions depend
on a detailed description of the variability of radiation events
(i.e., all applicable interaction physics must be used) to describe
the data in Fig. 1 fully. We also conclude that tests over en-
ergy and species similar to that given in Table I, excluding the
high-energy ions at NSLC, are sufficient to provide estimates
for error rates. However, the testing at NSCL allowed us to con-
clude, with certainty, that LET is not the appropriate metric
when studying single event upsets in these technologies. Fur-
ther hardness assurance issues are discussed in [5].
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Fig. 5. Measured SEU cross section versus LET of normal and angularly incident ions on SRAM#3 (reproduced from [5]). At LETs less than 10 MeV-cm?/mg,
cross sections become very dependent on ion species and energy; note that at very low energy, cross section decreases with increasing angle.

TABLE II
IoNS USED FOR TESTING SRAM#3 (FROM [5])

Test Species- | Energy LET Angles | Computation Method
Facility | Atomic Mass| (MeV) (MeV—chImg Tested

BNL C-12 12 1.464 0, 30, 45 Full

BNL C-12 98.7 5.07 0, 45 Full

BNL F-19 141 3.428 0, 45 Full

BNL Si-28 185 8.126 0, 30 Full

BNL Ti-48 193.8 11.81 0, 30 Full

BNL Cl-35 210 20.54 0, 30, 45 Full

BNL Ni-58 265 27.49 0,30 Full

BNL Br-81 279 38.24 0, 30, 45 Full
TAMU Ar-40 509 8.55 0, 45 Full
TAMU Ar-40 1560 3.9 0, 45 Full
TAMU Kr-84 1879 20.4 0, 45 Full
TAMU Kr-40 2981 14.7 0, 45 Full
TAMU Xe-136 2835 40.2 0, 30, 45 |[No Nuclear Reactions

III. SEUSs IN Low CRITICAL CHARGE SRAMS

A. Experimentally Measured Cross Section

In SRAMs with low critical charge, we expect a reduced
role of indirect ionization relative to direct ionization in causing
single-event upsets [2], [3]. Examination of test data from [5]
for a block of a 0.5-pm bulk 256-kbit SRAM without feedback
resistors (hereafter referred to as SRAM#3) reveals that the mea-
sured SEU cross section for a fixed LET depends on ion energy
and species, despite this block having a low critical charge for
upset (Fig. 5). Details of the SRAM process and test methods
are given in [26] and [5], respectively.

SEU tests on SRAM#3 were conducted at Brookhaven Na-
tional Laboratory (BNL) and TAMU. Table II lists the ions used,
their energies, and effective LETs. It is not the intent here to dis-
cuss these results in detail; this discussion can be found in [5].
The key point is that once again, there is no simple relationship
between SEU cross section and ion LET.

B. Simulation of the SRAM#3 Measured SEU Cross Section

MRED was used to predict energy deposition distributions
in a carefully selected sensitive volume for all ions listed in
Table II. The method defined in [12] was used to develop the
sensitive volume, which is to construct a concentric set of charge
collection regions with different collection efficiencies by as-
suming a threshold LET of 7.5 MeV-cm?/mg for upsets in-
duced by direct ionization. The normally incident BNL data in
Fig. 5 for this LET and higher were used to construct a set of
ten weighted, concentrically nested sensitive regions; the aggre-
gate of these regions defines the sensitive volume. Following
the method detailed in [12], cross sections at each of ten log-
arithmically uniform points along the upset curve from 7.5 to
38 MeV-cm?/mg were used to define the areas of the sensitive
volumes. All of these regions have depths of 2 ym. Charge col-
lection efficiencies were assigned per [12] such that all efficien-
cies summed to 100% in the center region where the ten volumes
overlap. No assumptions were made as to the composition of the



REED et al.: IMPACT OF ION ENERGY AND SPECIES ON SINGLE EVENT EFFECTS ANALYSIS

Silicon Dioxide . Tungsten Silicon SV

4.5 um

0.5 um
L3um

Hested SVs:
outer S5V = 5.05x5.05%x2 um?

Si 10 um

- 25.05 um -
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overlayers; the tungsten vias were modeled as a 0.5 pum layer
placed 0.5 um above the base of a 5.5 pm silicon-dioxide over-
layer (Fig. 6). This simulation configuration was done without
any process, circuit or device information.

Simulation results fitted to measured data are shown in Fig. 7
for incident ions normal to the die surface. Non-zero upset cross
sections for C(98.7 MeV), F(141 MeV), and Ar(1560 MeV)
are due to indirect ionization effects. MRED revealed that
C(12 MeV), Si(185 MeV) and Ar(509 MeV) ions are in the
threshold region [3] for causing upset due to direct ionization,
with indirect ionization from Coulomb scattering potentially
contributing to the cross section as well. Direct ionization effects
dominate for all other ions. Using the fitting method described
earlier, the critical charge for direct ionization events was de-
termined to be 0.133 pC (or 3 MeV). As can be seen for the
C(98.7 MeV) and F(141 MeV) ions, this critical charge fits
these low-energy, nuclear-reaction-dominated simulations to the
experimental data very well. Incorporation of a fitting range of
0.121 t0 0.163 pC improved the fit, bringing the simulations into
agreement with experiment for the C(12 MeV) and Ar(509 MeV)
simulated ions. Note that the high energy Ar(1560 MeV) cross
section remains fixed across this range of critical charge, and is
due only to indirectly ionizing effects; the present limitations of
Geant4 (see Appendix) prevent an accurate fit to the measured
cross section for this high energy ion.

Using the upper and lower limits for critical charge, determined
by fitting the normally incident-ion data, MRED simulations re-
produce the angle dependence for the SEU response without any
adjustable parameters. Simulation and experimental results for
30° (not shown) and 45° (Fig. 8) angles of incidence are in ex-
cellent agreement with measurement. Unlike in Fig. 5, measured
data are shown without standard corrections to the fluence for off-
normal angles imposed by the RPP method, i.e., the SEU cross
sections are not effective cross sections. At both 30° and 45° an-
gles, C(12MeV)has adiminished measured cross section as com-
pared with 90° incidence. MRED simulated this trend, predicting
no upsets at off-normal angles of incidence for the above critical
charges. This underprediction could be due to the very simpli-
fied geometry and the chosen sensitive volume depth.

We note that this analysis was done without detailed informa-
tion about the circuit, device geometry and process. The quality
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and accuracy of these predictions are directly related to the de-
tails of device and circuit structure that are available. However,
as the results reported here demonstrate, even relatively crude
approximations are often sufficient to produce reasonably accu-
rate simulations that describe responses to irradiation. By in-
cluding detailed descriptions of all physical processes it has
been possible to capture the complex cross section curve of
Fig. 5, and to establish a self-consistent data set whose details
are explicable in terms of the interaction mechanisms linking
the incident ion and the target device.

IV. SEE RATE PREDICTION METHODOLOGY

In the previous sections we have shown that the variability
of radiation events arising from the intrinsic randomness of the
physical processes through which radiation interacts with matter
now dominate single event effects in multiple technologies. In
this section, we show how this variability may be quantified
and used to predict the rate of single event effects in devices.
The key strategy is Monte Carlo simulation to compute energy
depositions in define sensitive volumes.

A Monte Carlo simulation program, such as MRED, may be
viewed as a machine for determining a probability distribution
by repetitive sampling. It is particularly useful when direct an-
alytical computation of the distribution is difficult or impos-
sible. For example, one might pose the question: “What is the
probability density for an isotropic, mono-energetic flux of ions
with atomic number Z and energy E\ to deposit energy E in
a specific sensitive volume?” To answer this, MRED computes
the energy deposited by a large number of ions with randomly
chosen initial trajectories, produces a histogram of the resulting
values, normalizes the histogram to unit area, and scales by the
width of the histogram bins, to obtain a discrete approximation
to a continuous probability density. Subsequently, we will rep-
resent this continuous probability density as MRED., (Ey, F).

Inordertounderstand the full Monte Carlo solution for an event
rate in the space environment, one must first understand how the
function MRED, (Ey, E') would be used in an analytic computa-
tion to infer the event rate from a knowledge of the flux distribu-
tion of the variousions. Let ® . ( Fy ) be the flux of ions with atomic
number Z and energy FE, in units, e.g., of particles/ch/second/
sterradian/MeV. For our computations, these values were ob-
tained from CREME96 by appropriate scaling of the original
distributions, which are normalized to energy per nucleon. In the
simplest computation, one would integrate the product of ® and
MRED. (Ey, E) over all energies and scale appropriately by
the sample area. However, this presents a challenge for a Monte
Carlo computation, due to the very large dynamic range of the
flux, ®. To deal with this, it is useful to define a new integration
variable r that may be thought of as a random number generated
in the usual way in the interval [0], [1]. A function Eo(r) is
chosen that maps each r into an ion energy F in a way that dis-
tributes randomly selected energy values to give good sampling
statistics in all regions of the flux distribution. In this way, very
rare, high-energy ions are simulated as frequently as much more
numerous low-energy ions. For this work we chose Ey(r) =
Erin(Fmax/Fmin)", where [Enyin, Emax] is the range of
CREMED96 flux data used. The upper limiting ion energy was
chosen to be 20 GeV/nucleon after tests demonstrated that en-
ergies above 20 GeV/nucleon did not contribute significantly to
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only simulation parameter that was changed.

final results. The inverse derivative n(FEy) = dr/dEy may be
thought of as the density of samples at energy F and is uniform
on a log scale between Ey,in, and Fy,,x for the particular F, (r)
defined above. This results in a full equation for the differential

event rate of
1
(o (3458
0

MRED. (E,(r), E)) G)

92

-3

z=1

dR(E)

dE

P.(Eo(r))
n(Eo(r))

Here 7p? is the sample area and a factor of 4 7 sterradians is
included because @ is isotropic and normalized to solid angle.
The sum is carried out over all species in the space environment
for which CREME96 has data.

Examining (1) it is clear that the 7 integral can also be eval-
uated by other numerical techniques. As described above, the
set of r values used to evaluate the integral consists of random
points that are statistically uniform in the interval [0], [1]. Al-
ternatively, these values may be deterministically uniform. If r
values are chosen in this way, the difference is simply the dif-
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ference in integrating by the trapezoid rule or by Monte Carlo
integration, and (1) can be recast as follows:

dR(E) & [4n2p® & [ 0. (E,(ry))
dE :Z< N. ;(n(Eo(n))>

z=1

‘MRED, (Eo(r'i)7 E)) 2

where

2%+1 i
= N i=0,.. . N.—1.
TN, TN )

It is evident in (2) that the number of points chosen to eval-
uate the sum over ¢ can be different for each ion species in the
environment, where species is indexed by atomic number Z. In
order to maximize the efficiency of the numerical computation,
it is desirable to select a smaller N, when the species Z is a
minor constituent of the space environment, or more precisely,
is a smaller contributor to the effect being computed. In prac-
tice, this is done by establishing a heuristic selection probably
p, for each species in the environment. A simulation involving
the tracking of N total incident ions is then conducted in this
way

dR(E)  4n2p> 28R 1 &, (B, (ri
dSE’ - 8 ;; <1#E((r))))>
MRED.(E,(r;), E). (4)

The selection of r; may be deterministic according to (3) or a
uniform random number in the interval [0], [1]. Since the quan-
tity N, ~ p.N is not guaranteed to be an integer, it must be
rounded. This is done probabilistically so that it is possible to
distribute the computation of (4) across a large number of inde-
pendent processors.

The total rate of events that deposit energy greater than E is
related to the differential rate by

R(E) = [E b dEdIE?

In practical calculations, between ten and 300 independent
instances of (4) are computed in parallel, with each instance
having an N value of order 107. Individual events are given
initial weights of @, (F,(r;))/(ps - n(E,(r;))). The heuristic
selection probability p, is often taken to be the fifth root of the
relative total abundance of the ion Z in the space environment.

To further increase the quality of the data for nuclear reac-
tion events, all nuclear reaction cross sections are artificially in-
creased by a factor 1, which is typically chosen to be ~200. If
the primary ion in an event produces a nuclear reaction, the total
weight of the event is reduced by a factor of 7 from its initial
value given above. As long as the use of the n factor does not
materially alter (by < 5% as our typical criteria) the number of
events that do not experience nuclear reactions, the only effect
on the final distribution is to reduce the variance in the region
of rare, large-energy-deposition, nuclear-reaction events.

MRED typically uses the Geant4 binary intra-nuclear colli-
sion cascade to determine the final state for ion-ion nuclear reac-
tions. Alternatively, the Bertini model may be, and is often, used

. 5)
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for comparison purposes. The binary cascade code has been val-
idated by the Geant4 collaboration for ions up to atomic number
Z = 6. Beyond this, its use is more speculative, although data
have been presented by the code developers that suggest that
it may be used with caution up to at least Z = 26 (Fe) [27].
The magnitude of the effects we observe are dependent upon
the details of this model, and will become less uncertain from
systematic error as on-going efforts to improve the underlying
physics are completed. However, the rates of nuclear reaction
events depend on reaction cross sections, which are less uncer-
tain than final state configurations. Therefore, while the quan-
titative results may improve with time, the qualitative conclu-
sions are not likely to change. In any event, the mass, direc-
tion and energy of heavy nuclear reaction fragments are critical
to single event computations and achieving statistical accuracy
in predicting these quantities is critical for performing accurate
rate calculations.

V. CONCLUSION

Primary ion LET is not sufficient to describe the observed
trends in measured SEU cross section data for modern tech-
nologies. Experimental results on three SRAMs show multiple
values for the SEU cross section when irradiated with parti-
cles that have the same LET but different mass and energy.
MRED-based simulations provide insight by showing that one
must include a detailed description of the variability of radiation
events (e.g., nuclear reactions), as opposed to the classical single
valued LET parameter, in order to develop a well-behaved de-
scription of the SEE response. This is true for most circuits; the
contribution of reaction products to the event rate in the space ra-
diation environment can dominate the response in certain cases
or can be overwhelmed by the direct ionization contribution in
others, depending on the sensitivity of the circuit to transient ra-
diation events.

MRED-based predictions were shown to be in excellent
agreement with the average observed SEU rate on NASA’s
MESSENGER mission to Mercury. A prediction from the tra-
ditional rate-prediction method (IRPP), which does not include
the contribution from ion-ion reactions, underestimates the ob-
served rate by two orders of magnitude. Ion-ion nuclear reactions
have a significant impact on the observed event rate for circuits
with high critical charge. This is most important for circuits that
contain high-Z materials near sensitive structures. The quality
and accuracy of predictions are directly related to the details
of device and circuit structure that are available. However, as
the results reported here demonstrate, even relatively crude ap-
proximations are often sufficient to produce reasonably accurate
simulations that describe responses to irradiation.

In [2], we provided a recommendation on ion species and en-
ergy selection when large inconsistencies occurred in the mea-
sured cross section at a single LET value. The current work
shows that tests over energy and species similar to that given in
Table 1, i.e., ion beams less than 40 MeV/u, are sufficient to pro-
vide estimates for error rates. However, the testing at the higher
energies, e.g., 100 MeV/u, allowed us to conclude that indirect
ionization contributes significantly to the error cross section.

Ton energy and species, as opposed to a single-value for the
ion LET, is the key metric for assessing the SEU susceptibility
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Fig. 9. Comparison of Geant4 and experimental results from [22] for 180 MeV protons on aluminum. Geant4 dramatically underestimates the fragment energy.

of certain modern technologies. Reaction products from ion-ion
interactions are a key basic mechanism when studying SEUs.
While the potential of these trends to increase SEU event rates is
important, the implications are potentially catastrophic for hard
failures like SEL or soft errors that have significant impact at
the system level, e.g., single event functional interrupts.

APPENDIX
SYSTEMATIC UNCERTAINTY IN GEANT4 NUCLEAR PHYSICS

One of the critical issues in understanding SEUSs is the correct
determination of the energy deposited by the fragmentation of
heavy nuclei as a result of nuclear reactions. These reactions
are particularly important in two regimes. The first regime is
operation in a low LET light-ion background. Protons above
10 MeV have almost negligible direct energy deposition, but
create many reactions. The other regime is heavy-ion reactions
in which cosmic ray nuclei such as iron react with species in
the target. These reactions can deposit many 10s of MeV in a
small volume of an integrated circuit, resulting in upsets in even
extremely hard circuits.

The underlying physics in each of these regimes is quite dif-
ferent, and not very well characterized in either case. However,
some data are available for the fragmentation of nuclei by pro-
tons. Although nuclear physics in the relevant energy range for
protons (10 MeV and higher) has been extensively studied, very
few experiments have been carried out that contain the detailed
information needed to understand energy deposition in semi-
conductors. Most nuclear physics experiments have looked at
total reaction cross sections, and simple few-nucleon reactions.
However, the light fragments of a nuclear reaction have very low
LET. The protons, deuterons, and alpha particles emitted de-
posit energy very diffusely, and so spread a small amount of en-

ergy over many semiconductor devices, resulting in a low prob-
ability of an upset. One the other hand, when a nucleus breaks
up leaving high-energy heavy fragments, these can deposit all
their energy in a small volume, upsetting a circuit.

Triply differential cross sections, measured by fragment en-
ergy, fragment mass, and fragment angle, are the minimal re-
quirement to understand how these reactions deposit energy in
semiconductors. An experiment [28] using 173 MeV protons
on an aluminum target produced data of the quality needed for
use in simulations. The experimental results for oxygen residual
nuclei are compared to nuclear fragmentation models currently
available through Geant4 in Fig. 9; Geant4 results are plotted
using open symbols connected by dashed lines and the exper-
imental data are open symbols connect by solid lines. Similar
results were obtained for other residual nuclei.

The results of this comparison are disappointing. Current
breakup models predict heavy fragment production with signif-
icantly lower energy than was observed in this experiment. The
distribution of the energies of fragments is roughly exponential
with energy, so a small error in the scale energy can result in a
spectacular underproduction of the highest energy fragments.
Comparison to data in [28] shows that, for protons on alu-
minum, the scale energy is 30%—40% too low. This results in
an under-production of more than an order of magnitude of the
most energetic fragments, which results in under-prediction of
the energy deposited.
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